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Autoregressive Pre-Training on Pixels 
and Texts

The integration of visual and textual 
information represents a promising 
direction in the advancement of language 
models. In this paper, we explore the dual 
modality of language—both visual and 
textual—within an autoregressive 
framework, pre-trained on both document 
images and texts. Our method employs a 
multimodal training strategy, utilizing 
visual data through next patch prediction 
with a regression head and/or textual 
data through next token prediction with a 
classification head. …

Text Visual Document

Pixel-based training show its potential to leverage the 

image modality of texts; previous works are mainly:

(1) encoder-based, such as PIXEL [1]；

(2) encoder-decoder based, [2].

Challenges：

(1) The feasibility of tokenization-free autoregressive 

pre-training ; 

(2) The synergistic benefits of multimodal pre-training 

between the duality of pixels and texts.

[1] Language modelling with pixels. ICLR 2023.
[2] Multilingual pixel representations for translation and effective cross-lingual transfer. EMNLP 2023.

Text rendering.
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Pixel Input Preprocessing
① Text rendering. Utilize text renderer by

converting texts into a visually-rich RGB
images.

② Image encoding. Split rendered images
into patches as in vision transformers.

③ Autoregressive Training. Predict next
patch based on its historical patches.
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Pretraining Objectives
n Image: Next patch prediction. Given a sequence of 𝑁 visual patches 𝑥_𝑝 =

( 𝑥!", 𝑥!#, … , 𝑥!$) where each visual patch 𝑥%
! is a flattened patch embedding. We use a

normalized mean squared error (MSE) loss quantifies the pixel reconstruction accuracy:

n Text: Next token prediction. We optimize a cross-entropy loss that evaluates the fidelity 
of predicted token sequences generated via teacher-forcing.
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Pretraining Recipe
l PixelGPT: Trained solely on rendered image using MSE loss. 
l MonoGPT: Trained on separate streams of rendered image and text data without any 

intermodal pairing. 
l DualGPT: Trained on unpaired image and text input, and on paired image-text data 

(dual-modality). 
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n Autoregressive Pixel-based Pre-training Rivals PIXEL. 
PixelGPT outperforms PIXEL on QQP (+1.5), RTE (+3.4), and WNLI (+5.4).

n Autoregressive Pixel-based Pre-training Rivals PIXEL. PixelGPT outperforms PIXEL on 
QQP (+1.5), RTE (+3.4), and WNLI (+5.4).

Ø Language Understanding
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n PixelGPT matches the performance of BERT, and consistently surpasses the in average accuracy 
across multilingual XNLI dataset.

Ø Multilingual Evaluation
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p Paired dual-modality data improves the language understanding tasks. 
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① Pixel-based training exhibit an increased 
data demand.

② Utilizing paired dual-modality data improves 
multimodal learning, particularly for pixel-
based input. 

Scaling Training Tokens vs. 
GLUE Performance



Experiments

10

① Pixel-based training exhibit an increased 
data demand for multilingual tasks.

② Utilizing paired dual-modality data at the 
early stages improves the pixel-based 
models.

③ Our text baseline (TextGPT) outperforms 
BERT.

Scaling Training Tokens vs. 
XNLI (Translate-Train-All) 
Performance
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A larger batch size improves stable training. Robust to generalize across varied 
font representations.

Ø Analysis



Experiments

12

n Color information matters. RGB-rendered data finetuning outperforms its grayscale 
counterpart on HatemojiBuild dataset.

Ø Impact Analysis of Color Retention
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Code: https://github.com/ernie-research/pixelgpt

Model: https://huggingface.co/baidu/PixelGPT

https://github.com/ernie-research/pixelgpt
https://huggingface.co/baidu/Themis-7b
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Thank You!


